Understanding Human-Data Relationships: Data as Property

Abstract
Data is structured by governance systems—both technical and legal—that are limited in their ability to capture and codify the surrounding, evolving technology and social ecosystems. As a result, these governance systems often fail to reflect how end users think about online data. In this half of our argument, we focus on one view (particularly dominant in policy) of the relationship between people and their data is that of data as property. But how well does this really capture the way that people think about data? People’s understandings of their relationships to the content they create and their digital traces—including their rights and the rights of others—has important implications for design, policy, and data science research ethics.

Introduction
Both legal and technical systems have existing infrastructure in place for dealing with digital data. Historically, metaphors have been important in the construction of both, a necessity in the context of rapidly changing technology. Metaphors have always dominated user interfaces—desktops, windows, files, spreadsheets—a way to make abstract computing tasks more familiar [5]. Similarly, metaphor permeates legal discourse, allowing for the construction of legal realities and the application of existing policy to new contexts. Traditionally, property (of different types) has been the dominant metaphor for human-data relationships in these systems.

However, the property metaphors used by those creating and interpreting policy (or even by underlying technology architecture) may not be the same metaphors that humans use when thinking about either
the content they purposefully share or the digital traces they leave. For example, what model might someone have for their relationship to a tweet? Is it more like physical property similar to their car, or copyrighted like a song? Is their Twitter account more like real estate that they own or is it an extension of their identity? Knowing how people actually model human-data relationships is important for the construction of both technology and policy, but it is also critical to data scientists making decisions about how as researchers they should ethically treat data and content that comes from real people.

**Background and Motivation**

The law has had a fraught relationship with digital content, in large part due to the new challenges that technology often poses as the law struggles to keep up with these changes. Legal approaches to regulating digital content and the Internet often look a lot like the regulation of physical property. For many years (and still ongoing in some contexts), the law essentially transposed existing property concepts to the Internet [1,6,11,12]. However, these metaphors have been used inconsistently and imprecisely by courts, leading to confusion about relevant legal rights [11,12]. Because of this inconsistency, legal scholars have also argued that it would be beneficial for policies to be chosen based on user experiences of technology rather than metaphors of formal property-based constructs [13].

One concrete example for a legal treatment of data that may conflict with dominant perceptions is that of what happens to one’s data after they die—an issue that is not currently well settled under current laws [19,20]. Typically framing the problem in terms of “assets,” the legal system has treated this situation in a number of (not necessarily mutually exclusive) ways: allowing service providers to govern inheritance in private contracts such as Terms of Service [2], treating certain types of data as original work that is copyrighted and therefore inheritable as intellectual property [20], or allowing fiduciary access to an account (similar to a locksmith opening a door to a deceased’s house) [19]. However, considering data as “assets” itself relies on the property metaphor. Brubaker’s proposed stewardship model as an alternative to property for the management of post-mortem social media accounts therefore may not track well to existing legal frameworks [4].

Another reason we know that human understandings of their relationships with data do not always track to legal systems is prior work around misunderstandings of the law. Much of Fiesler’s research has been around the impact of copyright law in online communities, and in part has involved user conceptions of ownership. In studies of online content creators, she found that understandings of law related to content ownership and re-use do not actually track well to the law, but more to social norms and ethical intuitions [7], and that misunderstandings and conflicts in rules lead to chilling effects or other negative outcomes [8]. An analysis of copyright licenses in Terms of Service for user-generated content and social media sites reveals that people do not necessarily have good models about what rights a website has to their content [9]. In sum, her work has revealed that people’s intuitions about how the law handles ownership issues with respect to online content often does not match either the actual law or instantiation in website policies.
Similarly, other work within HCI and CSCW has revealed that the ways people understand the ownership of digital things is complex. For example, Odom et al. investigated how people think about their possessions moving from the physical to the digital [17,18]. Their data shows confusion about what people own or don’t own, as well as relevant rights such as giving access to other. In the context of social data, Marshall and Shipman have examined how social media users think about the ownership of their content, across different websites; their work shows that social media users do not have clear, consistent ideas about their relationships to their data [14–16]. We propose that these complexities are representative of a larger set of divergent understandings of human-data relationships.

**Ongoing Work**

As follow-up to Fiesler’s prior work on understandings of copyright law and Brubaker’s prior work on understandings of post-mortem data [4,7,8,9], we are conducting studies examining human-data relationships more generally around social data, including an interview study and a historical examination of policy and technical architectures governing these relationships. Below, we discuss in more detail a survey study intended to illuminate attitudes about rights related to social media content.

Fiesler’s prior work shows that people may not have a good idea about the rights that social media sites (e.g., Twitter) have in their content, and Marshall & Shipman have shown similar confusions around what re-use rights other people might have in that content [9,15,16]. We also know from prior work that people tend to have poor mental models of their social media audiences [3]. In order to better understand the nuances of how people feel about certain uses—by websites, by other users, by journalists, and by researchers—we are conducting a survey targeting specific Twitter content.

Participants are recruited from Twitter and asked questions about a specific piece of content. For one particular tweet, we ask how they feel about certain uses of that tweet. What if another user tweeted the text without attributing it to you? What if it appeared in an image meme? What if it appeared in a Buzzfeed article? What if a researcher scraped this tweet and used it in aggregate data analysis? What if the tweet itself appeared in a research paper? Would you feel differently about any of these if you were asked permission? Do you think of this content as your property? Do your feelings about these uses differ than what you think your legal rights in preventing such uses would be?

One goal of this research is to better situate the content that data scientists study in context. Public discourse around the Facebook emotional contagion study [10] along with others suggests that we need a more nuanced understanding of how people perceive their own relationships with data and how they feel about that data being studied. More nuanced understandings of human-data relationships (using metaphors of property or otherwise) are essential to the context in which data scientists work.
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